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ETHICAL AND PRACTICAL ASPECTS
OF USING THE ARTIFICIAL INTELLIGENCE
IN THE EDUCATIONAL PROCESS

Abstract. Philosophical and ethical challenges to the use of artificial intelligence
include many aspects, ranging from privacy and data security to issues of responsibility for the
actions of Al. The rise of Al is changing the nature of knowledge and the educational process,
creating new opportunities and challenges.

The use of Al in the educational process raises not only questions of the technical
organization of the educational process and evaluation of the results obtained with the help of
Al, but also more global questions about the role of the teacher and student, about the social and
ethical consequences of the transition to a new educational paradigm. Artificial intelligence is
revolutionizing the education industry in various ways including virtual tutors, personalized
learning, automated grading, smart content, intelligent tutoring systems, predictive analytics,
student support systems, etc. However, the ethical considerations of implementing Al in higher
education must be carefully examined to ensure that Al is used responsibly and ethically in the
education sector.

The article discusses the emergence and development of Al, its understanding from a
technical and philosophical point of view. The ethical issues of using Al and its role in the human
community are discussed. The ethical and practical aspects of using Al in the educational process
are analyzed, and actual problems of Al implementation into the studying process in universities
are proposed.

Keywords: artificial intelligence, education, ethics, pedagogy, learning process, learning
tools.

Introduction. Due to ChatGPT, artificial intelligence (Al) has become a
part of people’s lives and professional activities in recent years.

Artificial intelligence is understood as the property of artificial intelligent
systems to perform analytical and creative functions that have traditionally been
considered the prerogative of humans. It should be noted that the term Al
originated from the English-speaking environment, in which the word
"intelligence” means the ability to reason rationally and draw logical
conclusions, while the word "intellect” is used to understand human intelligence.
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There is a point of view among some scientists that intelligence can only be a
biological phenomenon. In Slavic countries, the phrase "artificial intelligence"
acquired an anthropomorphic connotation and began to be perceived as an
alternative to human intelligence.

The first development of Al prototypes began in the 50-60° of the twentieth
century. The term "artificial intelligence” was coined in 1956 by John McCarthy
at a seminar at Dartmouth University. That same year, Allen Newell and Herbert
Simon created the Logical Theorem Prover program, which was capable of
proving mathematical theorems based on logical deductions (McCarthy, 2007).

Research in the field of artificial intelligence continued to develop; in the
80-90° of the twentieth century, various methods and approaches were created to
create systems capable of thinking and making decisions. In the XXI century, Al
has taken a new stage of development through the use of deep learning (DL),
neural networks (NN) and machine learning (ML) technologies, leading to
significant improvements in the performance and capabilities of these systems.

Philosophical question "If machine can think?" was formulated by Alan
Turing in 1950. He pushed researchers to create the science of modeling the
human mind, resulting in the hypotheses of strong and weak Al. American
philosopher John Searle coined the term "strong artificial intelligence” and
described it as a program that would not just be a model of the mind, but a mind
in the full (human) understanding of the term. Proponents of weak Al view
programs as tools for solving certain types of problems and not possessing the
full (human) range of cognitive abilities. For example, Roger Penrose argued
that it is impossible to obtain the process of thinking on the basis of formal
systems. Thus, in the concepts of "strong™ and "weak™ Al there will be a different
understanding of the legal objectivity and subjectivity of Al. Innovations over
the past decade suggest that strong Al solutions will continue to evolve
(MccCarthy, 2007).

Modern researchers offer the following classification of Al (Abdoullaev,
2023): Artificial Narrow Intelligence (ANI), that has a narrow range of human-
like capacities and abilities; Artificial General Intelligence (AGI), that has
human-like capacities and capabilities as in humans; Artificial Superintelligence
(ASI), that has capacities and capabilities exceeding that of humans. As we can
see, the proposed classification corresponds to the concept of "strong™ Al. At the
same time, the author claims that we are now at the first stage (Abdoullaev,
2023).

Analysis of recent research and publications. Over the past few years,
scientific works have appeared whose authors systematically approached the
study of Al and proposed ethical principles of modern Al policy, as well as
mechanisms for introducing Al into the educational process (Jobin et al., 2019;
Miiller, 2021; Zhang & Aslan, 2021 ; Adams et al., 2023; Puthiyedath, 2023;
Reiss, 2021; Sheikh et al., 2023; Abdoullaev, 2023; Nguyen et al., 2023).

We examined some didactic aspects of organizing and increasing the
efficiency of the educational process in universities in the following works
(Galushko et al., 2010; 2011; 2022). In this work, we adapt previously proposed
approaches to modern conditions for introducing Al into the educational process.

To date, the most comprehensive review of documents containing ethical
principles of Al is proposed by A. Jobin (Jobin et al., 2019). In particular, among
the ethical principles of Al, the following are highlighted: transparency, fairness,
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non-harm, responsibility, confidentiality, charity, freedom and autonomy, trust,
sustainability, solidarity. Not all principles were present in all documents. It
should also be noted that the proposed principles are declarative and the need to
develop mechanisms for their implementation in practical activities.

C. Adams, P. Pente, G. Lemermeyer and G. Rockwell analyzed the
principles proposed by A. Jobin, adapted them for children and proposed the
following list of principles that, in the author’s opinion, are of utmost importance
in developing a policy guide on Al ethics in the educational process: pedagogical
expediency; children’s rights; Al literacy; teacher well-being (Adams et al.,
2023).

The purpose of the article is the research of ethical and practical role of
Al in educational process and to develop the principles of it’s implementation.
Formulation of the main material. To study Al and its impact on
society, an interdisciplinary approach should be taken, because "strong™ Al is
based on:
— philosophical categories of induction, utilitarianism, epistemology;
— mathematical categories (formal logic, probability theory, statistics,
algorithms and calculations, big data);
— neurosciences;
— cybernetics and computer engineering;
— categories of psychology (behaviorism, cognitive psychology);
— management theories (decision theory, operations research);
— linguistics and psycholinguistics.
From a technical point of view, Al is a computer program based on deep
and machine learning technologies, as well as neural networks (Table 1).

Table 1
Components of Artificial Intelligence

Artificial Intelligence:

Natural language processing
Visual perception
Automatic programming
Intelligent robots
Automatic reasoning
Knowledge presentation

Machine Learning:

A program, that can learn,
reason, sense, act and adapt

YVVVYY

Algorithms whose Linear / Logic Regression
performance improve as they k-Means, k-Nearest neighbor

are exposed to more data Support Vector Machine
over the time Principal Component Analysis

Random Forest
Decision Trees
Deep Learning:

Subset of Machine Learning | > CNN (Convolutional Neural Network)
in which multiplied Neural » RNN (Recurrent Neural Network)
Networks learn from vast » GAN (Generative Adversarial Network)
amounts of data » DBN (Deep Belief Network)

Source: created by authors based on (https://twitter.com/Jousefm2/status/
1609852141090242560?lang=ms )

Y VY

YV VY

ISSN 2786-491X (Print) 49



PHILOSOPHY, ECONOMICS AND LAW REVIEW. Volume 3, no. 2, 2023

And if the technical side of Al is defined, then the philosophical and ethical
issues cause a lot of discussion. The main philosophical issue is the ability of Al
to imitate human thinking and behavior, and scientific research into the
epistemology of Al is developing in this direction.

If Al can imitate human thinking, then questions will arise about the role
of Al in human society and ethical and moral issues such as:

1) The impact of Al on human nature, both from the point of view of
revealing new opportunities and from the point of view of the threat to human
uniqueness and identity;

2) The objectivity and subjectivity of Al in the legal field of human society,
the right of Al to self-awareness and freedom, as well as responsibility for its
actions;

3) The impact of Al on socio-economic relations, GDP, employment and
unemployment;

4) A possible threat of Al to human civilization, both from the point of
view of the immediate threat of destruction and from the point of view of
intellectual degradation.

The ethical problems of using Al include issues of privacy, security and
data protection, trust in the results of Al activities, rights and responsibilities of
Al, the need for its limitations, fairness and equality in the use of Al, as well as
issues of intellectual property rights. These issues require the development of
appropriate regulations and standards to ensure the safe, fair and responsible use
of Al. These questions are especially acute for the education system, because the
use of Al affects the personal and congenital development of future generations.
Questions about the influence of Al on the very foundations of teaching and
learning, on equality in education and access to it, on the influence of Al on
children’s rights and the ethical principles of the policy of introducing Al into
the education system are already reflected in the relevant documents of
UNESCO, the European Commission and the European Parliament. However,
both the legislative basis for the use of Al in the education system and the
practical mechanisms are only at the stage of development and discussion.
However, Al has already begun to be actively used in the educational process.

There are 10 key ways in which Al is transforming education: personalized
learning, virtual tutors, automated grading, smart content, adaptive learning
platforms, intelligent tutoring systems, predictive analytics, student support
systems, administrative tasks automation, and enhancing teacher capabilities.
(https://appinventiv.com/blog/).

However, the ethical considerations of implementing Al in higher
education must be carefully examined. These considerations include academic
integrity, data privacy, bias and discrimination, environmental impact, and labor
exploitation. It is crucial for educators and policymakers to address these ethical
concerns in order to ensure that Al is used responsibly and ethically in the
education sector (https://camosun.libguides.com/ai/).

In our opinion, special attention should be paid to the following aspects of
using Al in the educational process:

1) Influence on the cognitive abilities of schoolchildren and students. As
researchers of the human brain note, neural connections in it are actively formed
when overcoming obstacles and solving complex problems. The use of Al in the
educational process reduces the burden on students, shifting the performance of
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tasks to Al. Thus, students not only do not get the necessary experience of
independent problem solving, but also lose opportunities for cognitive and
intellectual development.

2) The influence of Al on the role of the teacher in the educational process.
Already now, Deep Fake technologies allow you to reproduce a video of a person
and a speech with a given text in a given language. Further development of these
technologies will lead to the mass use of virtual Al teachers, with more extensive
knowledge and capabilities than humans. At the same time, virtual Al teachers
will be deprived of empathy and opportunities to share their own practical
experience with students.

Conclusions. Thus, it is necessary to develop Al implementation
mechanisms in the educational process, which should include:

1) Assessment of the impact of Al on the formation of students’ cognitive
abilities and the development of such forms and methods of using Al that will
stimulate them;

2) Determination of a reasonable balance of involvement of the teacher
and Al in the educational process from the point of view of ensuring quality
education and personal development of students;

3) Development of the legislative basis for the use of Al in the educational
process.

Otherwise, the next generations will face the negative and uncontrollable
consequences of the influence of Al on human society.
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Ounena FAJTYHIKO, Kamepon BATMAHTJITY

ETUYHI TA TIPAKTUYHI ACIIEKTU BUKOPUCTAHHS
MTYYHOI'O IHTEJIEKTY B HABUAJIBHOMY ITPOLIECI

AHoranis. ®inocopcbki Ta eTWUHI MPOOJIEMU BUKOPUCTAHHS INTYYHOTO IHTENEKTY
BKJIIOUAIOTh 0araTo AacrekTiB, MOYMHAIOYM BiJ KOH(QiIeHLIHHOCTI Ta Oe3neku OaHux 1
3aKiHYYIOYM NHUTaHHAMH BianosigansHocti 3a aii 1. Po3sutok 111 3miHto€e mpupony 3HaHb i
OCBITHBOI'0 TIPOLIECY, CTBOPIOIOYH HOB1 MOXIIMBOCTI Ta BUKJIUKH.

Bukopucranns Il B HaBYasbHOMY IpOILIECi CTaBUTh HE TUILKW MHUTAaHHS TEXHIYHOT
oprasizaiii HaB4JILHOTO TPOLECY Ta OLIHKKA OTpuMaHMX 3a jpornomoroto 111 pesynbraris, a it
OLTBII TI00ABHI MIMTAHHS TIPO POJIb BUKJIAIa4ua Ta CTY/ACHTA, PO COIialbHi Ta €THYHI HACIIIKH
nepexoly A0 HOBOi OCBITHHOI mapaaurMu. IIITydHWid 1HTENEKT pPEeBONIOLIOHI3YE IHAYCTPItO
OCBITH PpI3HUMH Croco0amu, BKIIOYAIOYHM BIPTYalbHUX BHKIAJAdiB, IEPCOHAII30BaHE
HaBYaHHS, aBTOMATUYHE OIHIOBAHHS, IHTENEKTYaIbHUHA KOHTEHT, IHTEIEKTyalbHI CHCTEMHU
HaBYaHHS, MPOTHO3HY AaHANITHUKY, CHCTEMH MIATPUMKH CTYAEHTIB Tomto. OjHaK eTW4Hi
MIPKYBaHHSI BIIPOB/DKEHHSI INTYYHOr'O IHTEIEKTY y BHILIA OCBITI MaroTh OYTH YBa)KHO
nepeBipeni, mo0 mepexoHatucs, mo [l BUKOPHUCTOBYETHCS BIIOBINAIILHO Ta E€TUYHO B
OCBITHBOMY CEKTOPI.

VY craTTi po3risaaeThca BUHUKHEHHS Ta po3BUTOK LI, Horo po3ymiHHS 3 TeXHIYHOI Ta
(inocoterkoi ToHoK 30py. OOroBOPIOIOTHCS eTHyHI nuTaHHsa Bukopuctans LI Ta iforo pons
y IIOICBKOMY CcycminibCTBi. [IpoananizoBaHo eTWYHI Ta MPAaKTUYHI aciekTH Bukopuctanus 111 B
HaBYaJILHOMY TPOIIECi Ta aKTyaJbHI mpoOiemu BupoBamkeHHs LI B HaB4aneHHIT mpomec y
BH3.

Kntouoei cnosa: wmyunuil inmenexm, oceima, emuxd, nedacozika, npoyec Hag4aHHs,
3acoOu HAGYAaHHA.

Submitted: 04.09.2023
Revised: 15.09.2023
Accepted: 29.09.2023

52 ISSN 2786-491X (Print)



